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Quantum-Mechanical issue:

the QM model should be able to describe the effects of solvent on 
the solute charge density and on its response to perturbations

Physical issue: 
the solvation model should include all the main physical 
interactions giving rise to solvent-induced change on the property/
spectroscopic signal

The QM description of environment effects on 
molecular properties & spectroscopies



the Energy

The Quantum Mechanical issue

We need a proper definition of molecular properties

We have to start from a quantity which is the 
basic element of any QM description:

The molecular property can be defined in terms of the change of 
the energy of the system with respect to a perturbation (an 

external electric or magnetic field, a geometrical deformation …): 

this definition is still valid for a solvated system



The nth-order property is the nth-order derivative of the energy

For example, by considering four 
types of perturbations: external 
electric (F) or magnetic field (B), 

nuclear magnetic moment (nuclear 
spin, I) and a change in the nuclear 

geometry (R).

General definition:
property as derivative of the energy

The energy is expanded in a Taylor series in the perturbation strength λ



General definition:
property as derivative of the energy
Now the energy contains the environment contributions
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As a result the derivatives (and the corresponding response 
properties)  will be changed by the presence of the environment



Direct effects: 

environment-induced changes in the molecular electronic charge 
distribution

Indirect effects: 

environment induced changes in the molecular geometry 
and/or in the relative energies of conformers

Dynamic effects: 

environment relaxation effects

Specific effects: 

first solvation shell effects

... and many others

Always

In particular cases

The environment effects on properties



Solvent effects & properties: 
a simple example

STRUCTURAL
EFFECTS

Indirect effects: 
solvent induced changes in 

the solute geometry 

ELECTRONIC
EFFECTS

Direct effects: 
solvent induced changes in the solute 

electronic charge distribution 



4-ethyl aminobenzoato
EPAB

5-nitroindole
5NI

p-nitroaniline
PNA

Push-pull systems: asymmetric conjugated systems with donor and acceptor groups

electron-
donor

electron-
acceptor

“π” 
bridge

Which is the effect of the solvent?

Solvent effects & properties: 
a simple example



Direct effects on the electronic density
PNA EPAB 5NI

A 
(acceptor)

D 
(donor)

Solvents 
enhances 
the charge 

transfer

Variation 
wrt to 
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Indirect effects on the conjugation
BLA (Bond Length Alternation) 

It is an index of conjugation defined as the average difference in length 
between single & double bonds along a conjugation path.
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Direct vs indirect effects: 
the NMR evidence 
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N-Methyl Acetylproline Amide 
(NAP) in water: 

a simple model for peptides

φ
ψ

Measured IR 
spectrum in 

water

Direct vs indirect effects: 
the conformational aspect



3
2

Boltzmann Populations (%)

φ
ψ

1

Conformational analysis: 
three main conformers

In gas-phase
B3LYP/6-311++G**

1 99

2 1

3 -

C. Cappelli and B. Mennucci J. Phys. Chem. B  2008, 112, 3441. 

Conformer 1 
dominates in gas-
phase due to the 

presence of a 
stabilizing  intra-

molecular H-bond.



3
2

1

φ
ψ

In gas-phase
B3LYP/6-311++G**

In water:
PCM B3LYP/
6-311++G**

1 99 4

2 1 28

3 - 68

Boltzmann Populations (%)
In water the other two 
conformers become 

important: they present a 
better interaction with the 
solvent (polar groups are 

more exposed to the 
solvent)

PCM 
cavities

Conformational analysis: 
three main conformers



In water

Infrared spectra of single conformers: 
direct effects

Conf 3

Both position and intensity of peaks 
change passing from gas-phase to water

In gas-phase

Conf 1

Conf 2

IR

B3LYP/6-311++G**

Amide IAmide II



Exp taken from: Oh, K.-I.; Han, J.; Lee, K.-K.; Hahn, S.; 
Han, H.; Cho, M. J. Phys. Chem. B 2006, 110, 13335–
13365. 

Averaged Infrared spectra: 
direct vs indirect effects

EXP

B3LYP/6-311++G**



Bulk versus specific solvation
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Bulk (averaged) effects Local (specific) effects

ü How does solvation at the solute surface differ from the bulk?

ü Are there local rigid structures of solvent at the solute surface?

ü What are the time scales for solvent dynamics at the solute surface? 



Solvation shells

The minimum model: 
solute surrounded by 
some explicit solvent 

molecules 

(the supermolecule)

The different components of the supermolecule can be described 
at the same level (QM) or using an hybrid approach: 

a better level for the solute and a more approximated level for 
the solvent molecules (semiempirical or MM)



How many explicit solvent molecules are needed?

From the 
chemical analysis 

of the system

3 possible H-bonds: 
2 on the O(C) and 1 
on the H(N) 

An example: N-methyl acetamide in water

The Supermolecule



Radial distribution function 

Reference 
atom 

Courtesy of the Department of Chemical and Biological Engineering of the University at Buffalo. Used with permission. 

http://www.ccr.buffalo.edu/etomica/app/modules/sites/Ljmd/Background1.html © 2006 Markus J. Buehler, CEE/MIT 

Reference 
atom

A radial distribution function (RDF) measures the probability of 
finding an atom in function of the distance from another given atom 

compared to the case of the ideal gas

Number of atoms placed 
between r and r + Δr from 
the reference atom

r

Δr

Volume of a 
spherical shell of 
thickness Δr

g(r) ∝ 〈 N(r, Δr) 〉M / 4π r2Δr

A more refined analysis

It can be obtained from a classical molecular dynamics



Back to the N-methyl-acetamide in water

O-Hw: a very well-defined first peak centered at 1.8 Å 
that integrates to 2.3. On average, two hydrogen atoms of 
two water molecules hydrate the carbonyl group by 
means of hydrogen bonding. 

Hydrogen bonding sites

(N)H-OW: a much less structured solvent. The first peak, 
is centered at 2.0 Å, the integration number up to the first 
minimum is 1.1.

- O(NMA) H(water)
- H(NMA) O(water)

Integrating the radial 
distribution function gives the 

number of particles 
surrounding the central 

particle



The 3D equivalent
Spatial Distribution Function (SDF)

N-methyl-acetamide (NMA) in water

Hydrogen bonding sites

Radial & Spatial distribution functions

- O(NMA) H(water)
- H(NMA) O(water)



Which configuration?

◊ From QM geometry optimization: the most stable configuration

◊ From MD simulations:

Proper description for strongly interacting solute-solvent systems 
giving rise to stable clusters (example: strong H-bonded clusters)

More general than the QM optimization.

Better for weaker solute-solvent interactions described by a more 
dynamic situation.

Main limitation: strongly dependent on the quality of the MD

The Supermolecule



From MD simulations: how does it work?

First we select a large enough set of uncorrelated 
snapshots from the MD simulation

Then we define solute-solvent clusters on the basis of a cutoff 
distance (rcut): each cluster includes all solvent molecules inside 
the sphere of radius= rcut

The value used for rcut has to be chosen so the represent the first 
solvation shell. 

Finally, to achieve a statistically meaningful 
description, we average on all the clusters



Clusters from MD simulations

Calculations of the property of interest have to be repeated for all the 
clusters so to obtain a correct average value

Advantage: 

Proper description of weak solute-solvent specific interactions 
which cannot be represented by a single configuration obtained 

from a QM geometry optimization

Disadvantage:

Quite demanding from a 
computational point of view

NMR of pyrimidine in water



How can we include long-range effects?

Ø Enlarging the dimension of the supermolecule: 

Problems:

1. The accuracy of the QM level has to be largely reduced, or an hybrid QM/MM 
has to be introduced

2. We need many clusters to get a correct statistical picture

The Supermolecule



Ø Adding an “external” continuum:

the solvated supermolecule 

The main problems disappear:

1. We do not need to reduce the accuracy of the QM level, or to shift to an 
hybrid QM/MM method

2. The statistical representativity is automatically satisfied by using the continuum 
description in terms of the solvent bulk properties.

How can we include long-range effects?

The Supermolecule



The NMR signal for a particular nucleus depends on its molecular 
environment. This is why NMR is such a useful tool  
for structure determination… and solvent effects.

The mixed derivative of an external and a nuclear magnetic field (nuclear spin) is the
NMR shielding tensor s.

(10.18)

The corresponding quantity related to the electron spin is the ESR g-tensor.
Table 10.1 gives some examples of properties that may be calculated from deriva-

tives of a certain order with respect to the above four perturbations.

(10.19)

All of these properties can be calculated at various levels of sophistication (electron
correlation and basis sets). It should be noted that dynamic properties, where one or
more of the external electric and/or magnetic fields are time dependent, may involve
one or several different frequencies. Time-dependent properties are discussed in
Section 10.9.
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Table 10.1 Examples of properties that may be calculated as derivatives of the energy

nF nB nI nR Property

0 0 0 0 Energy
1 0 0 0 Electric dipole moment
0 1 0 0 Magnetic dipole moment
0 0 1 0 Hyperfine coupling constant
0 0 0 1 Molecular (nuclear) gradient
2 0 0 0 Electric polarizability
0 2 0 0 Magnetizability
0 0 2 0 Nuclear spin–spin coupling
0 0 0 2 Harmonic vibrational frequencies
1 0 0 1 Infrared absorption intensities
1 1 0 0 Optical rotation, circular dichroism
0 1 1 0 Nuclear magnetic shielding
3 0 0 0 (first) Electric hyperpolarizability
0 3 0 0 (first) Hypermagnetizability
0 0 0 3 (cubic) Anharmonic corrections to vibrational frequencies
2 0 0 1 Raman intensities
3 0 0 1 Hyper-Raman effects
2 1 0 0 Magnetic circular dichroism (Faraday effect)
1 0 0 2 Infrared intensities for overtone and combination bands
4 0 0 0 (second) Electric hyperpolarizability
0 4 0 0 (second) Hypermagnetizability
0 0 0 4 (quartic) Anharmonic corrections to vibrational frequencies
2 0 0 2 Raman intensities for overtone and combination bands
2 2 0 0 Cotton–Mutton effect

Derivative with respect to 
the magnetic field and the 
nuclear magnetic moment

Nuclear 
Shielding 
constant

Pyridazine PyrimidinePyrazineDifferent 
electronic 

distributions: 
different 

interactions with 
a solvent

An example of bulk versus specific effects: 
15N nuclear shieldings of diazines in solution



B3LYP(GIAO)/6-31+G(d,p)

In water the calculated values are smaller 
than what observed:          

a part of the solvent effect is missing

QM optimized 
supermolecule

A continuum-only approach

Specific effects are now correctly accounted 
for but only with inclusion of bulk effects 

(PCM clusters) the observed solvent effect is 
reproduced

An example of bulk versus specific effects: 
15N nuclear shieldings of diazines in solution



Can we go beyond ground state processes?



A non responsive environment 
does NOT “see” the transition 

& does NOT distinguish 
between different states

Vertical excitations & environment 
response

ρ0K
T

Δρ(0→ K )



S1

Solvation coordinate

S0

Solvent reorganization 
energy

Solute in its ground 
State equilibrated with 

the environment 
(equilibrium)

Solute in its excited 
state equilibrated 

with the 
environment

Inertial response

Nonequilibrium
Only the environment dynamic 

(electronic) response readjusts: the 
inertial part is frozen in the initial 

configuration

In a 
polar 
solvent

Vertical excitations & environment 
response



Nonequilibrium & solvation dynamics: 
the experimental evidence

Solvation Coordinate

S1

S0

t
t

em abs

Frequency 

Time dependent 
Stokes shift

In a polar solvent



Solvent Polarization

Time-dependent 
dielectric response

Convolution 
theorem

   

!
P(t) = χ(t − t ')

!
E(t ') dt '

−∞

t

∫    
P
!"

(ω ) = ε̂(ω )−1
4π

E
!"

(ω )

Nonequilibrium & solvent polarization

ε(ω) is the complex dielectric constant ε(ω) = ε′(ω) + iε′′(ω)

Real part ε′(ω): frequency-dependent dielectric constant, describes the component of the 
polarization in phase with the oscillating field 

Imaginary part (loss factor) ε′′(ω): component of the polarization with a phase difference of π/2 
with respect to the field; gives rise to the loss of energy of the electric field in the medium.

At Low frequencies: for most polar solvents, ε′(ω) is equal to the static dielectric constant ε, and ε′′(ω) is zero. 
For very high frequencies, ε′(ω) reduces to the square of the refractive index: ε′(∞)=n2



The Debye model

Fast 
(electronic) 
response Relaxation 

(orientations)

Debye relaxation is the dielectric relaxation response of an ideal, 
noninteracting population of dipoles to an alternating external electric field.

The Polarisation decays exponentially with a time τD

 It is usually expressed in the complex permittivity ε as a function of the field's frequency 

ε(ω ) = ε(∞)+ ε(0)− ε(∞)
1+ iωτ D

ε '(ω ) = ε(∞)+ ε(0)− ε(∞)
1+ω 2τ D

2

Separating the real and imaginary parts of the complex dielectric permittivity:

ε ''(ω ) = ε(0)− ε(∞)( )ωτ D

1+ω 2τ D
2



For fast processes:
partition of the solvent polarization into dynamic (electronic motions) & 

inertial (molecular and nuclear motions) contributions

Electronic 
(deformation) 
polarization

Inertial polarization 
(only for polar 

solvents)

!
P "
!
Pdyn(ε∞ )+

!
Piner

Nonequilibrium & solvent polarization



EX

GS 1

qEX
neq (t = 0)

= qGS
in + qEX

dyn

1. Upon excitation only the 
dynamic response of the solvent 
“readjusts”while the inertial one 

remains frozen

2

qEX (t→∞) = qEX
eq

4
4. Solute & solvent nuclear degrees of 
freedom relax towards the initial GS 

equilibrium

Nonequilibrium: 
the ASC picture

T(ε∞ )qEX
dyn = −RVEX

qGS
in = qGS

eq − qGS
dyn

3. On emission, the situation 1 
is reverted

3

2. Solute & solvent nuclear 
degrees of freedom relax 

towards a new EX equilibrium

T(ε0 )qEX
eq = −RVEX



Acrolein: solvatochromic shifts (acetonitrile-cyclohexane)

n-π* π- π*

Exp +0.23 -0.21

noneq +0.21 -0.22

eq -0.03 -0.56

EOM-CC/6-31+G(d). All values are in eV.

water (polar solvent) ε=78.4, ε∞=1.8
cyclohexane (apolar solvent) ε=ε∞=2.0

QM/PCM

Nonequilibrium: 
the results

An equilibrium model gives a completely wrong picture due to 
the over stabilization of the excited state



Within a QM/MM scheme
•Chromophore: QM

•Environment: MM 

•nonequilibrium: 

•  fixed charges which represent the inertial component

Nonequilibrium: 
the QM/MM picture

YES 

but only if we use a polarizable embedding:

the induced dipoles describe the dynamic polarization 

Can we include also the dynamic part of polarization?



“Natural” extension for polarizable 
models but computationally expensive

Computationally efficient but 
which response of the polarizable 

environment?

• State Specific (SS):
• The wavefunction of the excited state is explicitly 
calculated together with the energy
• CASSCF, CI, ….

• Linear Response (LR)
• We obtain the excitation energies from the 
response of the ground state density to a 
perturbation
• ZINDO, TDDFT, EOM-CC, …

Excitation in solvated systems:
which QM approach?



The State-Specific (SS) vertical excitation
Ground state

EGS ;PGS
qPCM (ε;PGS )
qMM + µ ind (α ;PGS ){

qin
PCM (PGS )⇔ qMM

qdyn
PCM (ε∞ )⇔ µ ind (α )

A nonequilibrium scheme is used
The inertial part remains 

frozen in the GS

The dynamic part relaxes in 
the EXC

PCM

MMPol

qin
PCM (PGS )+ qdyn

PCM (ε∞;Pexc )

qMM + µ ind (α ;Pexc )

Excited state

Eexc;Pexc

Differential 
electrostatic & 

induction effects 
are automatically  

included 
{ PCM

MMPol

GS energy & density are 
obtained self-consistently 

with the environment 
response
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The DFT version of the linear response: 
TDDFT

In this equation, the matrix fpq is a one-electron
operator and describes the details of the applied
perturbation. Furthermore, the two-electron part of
the Kohn-Sham Hamiltonian reacts on the changes
in the density matrix, on which it explicitly depends.
The changes in the KS Hamiltonian due to the
change of the density are given to first order as

such that the first-order change in the KS Hamilto-
nian is altogether given as

Turning to the time-dependent change of the
density matrix induced by the perturbation of the KS
Hamiltonian, this is to first order given as

where dpq represent perturbation densities. Inserting
eqs 80-83 into eq 79 and collecting the terms that
are multiplied by e-iωt yield the following expression

The terms multiplied by eiωt lead to the complex
conjugate of the above equation. The idempotency
condition (eq 73) gives an expression for the first-
order change of the density matrix of the form

which restricts the form of the matrix dpq in eq 84
such that occupied-occupied and virtual-virtual
blocks dii and daa are zero, and only the occupied-
virtual and virtual-occupied blocks, dia and dai,
respectively, contribute and are taken into account.
Remembering the diagonal nature of the unperturbed
KS Hamiltonian and density matrixes, one obtains
the following pair of equations:

where we have set xai ) dai and yai ) dia to follow
conventional nomenclature. In the zero-frequency
limit (fai ) fia ) 0), that is, under the assumption that

the electronic transitions occur for an infinitesimal
perturbation, and making use of the fact that in the
basis of the canonical orbitals Fpp

(0) ) ϵp and Pii
(0) ) 1

(eqs 75 and 76), one obtains a non-Hermitian eigen-
value equation, the TDDFT equation,

the structure of which is equivalent to the TDHF eq
26 introduced in section 2.2. Here, the elements of
the matrices A and B are given as

where the two-electron integrals are again given in
Mulliken notation. In comparison with the TDHF eq
26, the definitions of the matrix elements differ only
in their last terms. While in TDHF the last terms
correspond to the response of the nonlocal HF ex-
change potential, which yields a Coulomb-like term,
they correspond in TDDFT to the response of the
chosen xc potential, which replaces the HF exchange
potential in KS-DFT. In the ALDA approximation
(see section 3.1.3), the response of the xc potential
corresponds to the second functional derivative of the
exchange-correlation energy, which is also called the
xc kernel, and is given as

Explicit expressions for the xc kernel are given, for
example, in ref 76.

An alternative elegant route to the derivation of
the linear response expressions for TDDFT (eq 88)
via the energy-dependent density-density response
function "(r,r′,ω) of the interacting system, which
contains all physical information about how the exact
density F(r,ω) changes upon small changes in the
external potential vext(r,ω), has been presented by
Marques and Gross.44 The quantities are energy-
dependent since they correspond to the Fourier
transforms of the corresponding time-dependent ones.
The change in the density can equally well be
calculated using the response of the noninteracting
Kohn-Sham system, "KS(r,r′,ω) and is given as

From eq 91 a formally exact expression for the exact
density response function of the interacting system
can be derived that reads

Knowing that the exact density response function
possesses poles at the exact excitation energies of the
system,44 one can starting from eq 92 through a series
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∑
q
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(0) Pqr
(1) + Ppq

(1) Pqr
(0)} ) Ppr

(1) (85)

Faa
(0)xai - xaiFii

(0) +

(fai +∑
bj
{∂Fai

∂Pbj

xbj +
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∂Pjb

ybj})Pii
(0) ) ωxai (86)

Fii
(0)yai - yaiFaa

(0) -

Pii
(0)(fia +∑

bj
{∂Fia

∂Pbj

xbj +
∂Fia

∂Pjb

ybj}) ) ωyai (87)

[A B
B* A* ][XY ]) ω[1 0

0 -1 ][XY ] (88)

Aia,jb ) δijδab(ϵa - ϵi) + (ia|jb) + (ia|fxc|jb)

Bia,jb ) (ia|bj) + (ia|fxc|bj) (89)

(ia|fxc|jb) )

∫ d3r d3r′ φi
/(r)φa(r)

δ2Exc

δF(r)δF(r′)
φb
/(r′)φj(r′) (90)

δF(r,ω) ) ∫ d3r′ "KS(r,r′,ω)δvS(r′,ω) (91)

"(r,r′,ω) ) "KS(r,r′,ω) + ∫ d3 r′′ ∫d3 r′′′ "(r,r′′,ω)

[ 1
|r′′ - r′′′| + fxc(r′′,r′′′,ω)]"KS(r′′′,r′,ω) (92)

Calculation of Excited States of Large Molecules Chemical Reviews M



Transition (0-K)
density matrix Tµν

0K = Xia
K +Yia

K( )cµicνa
ia
∑

Transition 
properties

Excited State properties 

PK = PDFT + PK
ΔState density 

matrix

Difference
density 
matrix

Pµν
Δ = Ppq

Δcµ pcνq
pq
∑

Pij
Δ = −

1
2

YaiYaj + XiaX ja( )
a
∑ occ-occ

virt-virt

Pia
Δ ⇒  from the MO relaxation occ-virt

Pab
Δ =

1
2

YaiYbi + XiaXib( )
i
∑

The densities

The relaxation term requires to go beyond 
the LR approach (Lagrangian method)



Aia,bj = δabδij (εa −εi )+ Kia,bj

Bia,bj = Kia, jb

Orbitals & orbital 
energies are 

obtained in the 
presence of the 

environment@GS

The dynamic response of 
the environment induced 

by the “transition”
Cia, jb
env = d!rφi
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moment related to the intramolecular charge transfer (CT)
between the pyridine and phenolate moiety of 29. Direct
experimental evidence for the intramolecular CT that occurs in
these betaine dyes on light-excitation or light-emission was
provided by Schmuttenmaer et al.95−98 and Carey et al.99 These
authors measured directly the electromagnetic energy emitted
from photo-excited molecules of 1, dissolved in trichloro-
methane95−98 or 1,3-dichlorobenzene and glycerol triacetate99

and oriented by a strong external field of ca. 10 kV cm−1. In
going from the photo-excited state to the ground state, an
electronic movement from the pyridine ring to the phenolate
moiety takes place, with an acceleration of the electronic charge
by the external electric field. This charge acceleration is
responsible for the generation of an electromagnetic transient
emission, which can be directly measured in the Terahertz
frequency region. The polarity of this pulse is a direct measure
of the CT relative to the ground-state dipole moment of 29
(μg ≈ 15 D92,93). Surprisingly, it was found that the excited-
state dipole moment (μe ≈ 6 D94) is antiparallel to the ground-
state dipole moment of 29, which means that the dipole flip on
excitation or emission is not Δμ = 15 − 6 ≈ 9 D, but with Δμ =
15 − (−6) ≈ 21 D much larger.

Dimeric pyridinium N-phenolates such as 30 and 31
(Chart 6) with anti-collinear dipoles in the same zwitterionic
molecule have been studied by Dimroth and Reichardt100 as
well as recently by Langhals et al.101 Surprisingly, despite the
fact that these dyes have an overall dipole moment of zero, no
compensation effect in their solvatochromism was observed.
Both dyes (and analogous others101) exhibit the same strong
negative solvatochromism as that of their monomeric counter-
part, and their ET values correlate well with the ET(30) values
of monomeric 1. Obviously, the solvent influence on the
dimeric betaine dyes is concentrated only to a rather thin layer
of solvent molecules surrounding these quadrupolar betaine
solutes, which amounts to a few hundred picometers only.101

Bock and Herrmann102 reduced betaine dye 29 to the
corresponding blue−green radical anion using alkaline metals
and oxidized it to the colorless radical cation either electro-
chemically or with silver trifluoroacetate. The EPR/ENDOR
spectra for solutions of 29 in THF, in its oxidized and reduced
forms, were recorded and revealed a predominant spin popu-
lation either in the pyridinium ring (radical anion) or in the
phenolate ring (radical cation). Both redox processes are re-
versible and indicate, in principle, the potential for the use of

Figure 1. (A) Solutions and (B) UV/vis spectra for compound 1 in (a) methanol, (b) ethanol, (c) 1-octanol, (d) N,N-dimethylacetamide, and (e)
dichloromethane.
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the transition studied here). This transition is strongly
dependent on the surrounding medium, and a larger
blue shift is found as the polarity of the solvent
increases. However, the blue shift is also influenced by
the shape of the solvent and, when active, by the specific
interactions of the solute with the solvent molecules
of the first solvation shell(s) (it is important to recall
that betaine-30 is a zwitterionic system with the oxygen
atom bearing a negative charge density). This wide and
articulate range of possible interactions leads to the fact
that the ETð30Þ scale is not strictly linear with solvent
polarity, although it is linear for solvents with the same
characteristics.
An extrapolated value of ETð30Þ for the isolated

molecule has also been reported [1]. This value can thus
be used to check the accuracy of ZINDO in comparison
with other more-accurate QM methods.
Due to the dimensions of the system, the traditional

wavefunction methods used to calculate excited states
become prohibitively expensive; time-dependent density
functional theory (TDDFT) [26], on the other hand,
scales favourably with the number of electrons, while
remaining reliably accurate for many excitations.
It has been found [27] that excitations involving charge
transfer (CT) between widely separated species within a
molecule are not correctly described by TDDFT. This is
in contrast to most excitations, which are accurate to
within a few tenths of an electron-volt. There have been
several recent attempts to overcome this charge-transfer
problem [28]; here, however, we do not resort to these
developments, but instead use a standard TDDFT
calculation based on the non-local exchange correla-
tion hybrid functional of Becke, Lee, Parr and Yang

(B3LYP) [29], together with the 6-31+G(d, p) basis set.
Previous studies on small–medium CT systems have,
in fact, indicated that the CT problem can be controlled
when hybrid functionals are used [30].

The extrapolated experimental value is 1.18 eV,
whereas the values calculated with ZINDO and
TDDFT are 1.22 and 1.66 eV, respectively. We note
that, for both calculations, we used the same geometry
obtained from a complete optimization with the AM1
method in the gas phase (the value of ! ¼ 49$ found
in this optimization is in good agreement with the
value of 48$ reported by Mente and Maroncelli [15]).
This comparison between ZINDO and TDDFT and
their respective agreement with the experimental value
clearly confirms that ZINDO is a valid level of
calculation for the study of the absorption energies of
betaine-30. By contrast, the TDDFT results indicate an
evident difficulty in correctly reproducing such CT
transitions. Further studies involving different func-
tionals and different basis sets would thus be important
to better appreciate the possible reasons for this
behaviour; this kind of analysis, however, is far beyond
the scope of the present paper.

Passing now to the ZINDO-PCM calculations, the
transition energies calculated at the geometries obtained
as reported in section 3.2 and using the standard cavity
(i.e. the same radii used in section 3.1) show the correct
trend (they increase as the solvent polarity increases),
but they are overestimated as the solvent dielectric
constant becomes larger.

To understand this behaviour we recall that the blue
shift observed experimentally in solution is due to the
fact that the solvent stabilizes the (highly polar) ground

Figure 4. Representation of the HOMO and LUMO calculated with ZINDO in the gas phase.
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Conclusions: which environment model?

Unfortunately, not a 
unique solution!

The choice requires a preliminary 
analysis on: 

(i) the system of interest, 

(ii) the property/process of interest, 

(iii) the required accuracy, 

(iv) the computational cost
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Conclusions: some warnings
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Conclusions: some suggestions


